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ABSTRACT

This study examines the dynamic relationships between the real exchange rate and the real interest rate in the BRIC-T (Brazil, Russia, India, China and Turkey) countries by employing monthly data from the beginning of flexible exchange rate regime to July 2011. For this aim, non-linear causality test and frequency domain causality test approaches are used. According to frequency domain causality test results, interest rate affects exchange rate in only China and this effect exist only in the long run. On the other hand, exchange rate shocks induce changes in interest rate in the shorter period.
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1. INTRODUCTION

The BRIC is a grouping acronym that refers to the countries of Brazil, Russia, India and China, which are deemed to be at a similar stage of economic development. According to the report of Goldman and Sachs (2009), it is expected that the BRIC countries will be as big as the G7 by 2032. Not only the population and land area features of the BRIC countries, but also the speed of the growth rate and increasing proportion in the international trade have made them significant actors in the global economy.

Turkey has some common aspects with the BRIC countries. The Turkish economy, along with the Chinese economy, has been experienced fast and stable growth period during the last decade. Besides the growth performance, Turkey, Brazil and India seem to have similar processes of economic development and integration to the world economy. Once they are widely co-integrated to the global system and they are members of the international organizations such as IMF, IBRD and GATT. However, these countries had applied state protectionism until 1990s. In this context, we might employ BRIC-T acronym to include Turkey in BRIC countries.

By the 1980s, BRIC-T countries integrated into the global economy through liberalization of financial markets and participation to international trade. de Paula (2007) states that, during the transition period to liberal economy, they put into effect the institutional changes and market friendly policies such as privatization, trade liberalization, stimulus to more flexible exchange rate regimes, foreign direct investment, social security reforms and price stabilization.

Shifting from state protected economic structure to market oriented economy and implementation of more flexible exchange rate regime have caused volatilities in exchange rates which lead to question of which factors drive exchange rates as well as its volatility. Determining the factors behind the real exchange rate movements deepens our insights for better understanding the dynamics of exchange rates. Thereby, it provides information for policy makers in designing monetary policies. The real return of a portfolio which holds a large quantity of foreign currency is determined by the exchange rate of that currency. A possible reduction in exchange rate would affect the rate of return of the investment. So, by determining the extent to which they are exposed to the exchange rate risk, traders also benefit from

¹ Assist. Prof., Bozok University, Faculty of Business and Administration, Department of Economics, selim.kayhan@bozok.edu.tr
² Assist. Prof., İnönü University, Faculty of Business and Administration, Department of Economics, tayfur.bayat@inonu.edu.tr
³ Assist. Prof., İnönü University, Faculty of Business and Administration, Department of Economics, ahmet.ugur@inonu.edu.tr
such information in international trade. Besides, financial market actors and speculators could be able to identify portfolio diversification options in foreign exchange markets.

The potential reasons for fluctuations in exchange rates have been highly debated theoretically and empirically in the literature. Dornbusch (1980), Sargent and Wallace (1981) and Branson (1981) present alternative models explaining movements in the nominal exchange rate. In the latter studies, some other factors which lead to exchange rate fluctuations have been examined empirically. Feldstein (1989), Pindyck and Rotemberg (1990), Bergstrøm (1991), Clarida and Gali (1994), Glick et al. (1995), Faruquee (1995), Mark and Choi (1997) and Chinn (1999) imply some of these factors as follows: budget deficits, resource endowments, changes in terms of trade and labor productivity differentials.

There has been a special interest in theoretical as well as empirical relationship between the exchange rate and interest rate, as a result of the fact that the exchange rate and interest rate play an important role in determining the developments in the nominal and real side of the economy. Also, the determination of the relationship plays crucial role in application of monetarial policies.

There is a debate on the role of interest rate on equilibrium of exchange rate. In the empirical study of Frenkel (1979), he argues that interest rate differentials among countries determine exchange rates. Results of Sargent and Wallace (1981) and Cumby and Obstfeld (1982) support the existence of causality between these variables. In other studies, Feldstein (1986) and Hakkio (1986) attributes a role to interest rate differential in determination of exchange rate parity. In contrary to findings of authors mentioned above, Hooper and Morton (1980), Woo (1985), Campbell and Clarida (1987), Meese and Rogoff (1988) and Edison and Pauls (1991) do not imply any relationship between exchange rate and neither interest rates nor interest rate differentials.

Theoretically, the relationship between the exchange rates and the interest rates can be examined in two conditions and in two periods. The first condition is the fixed exchange rate and the other is the floating exchange rate. As stated in the Mundell-Fleming model (Mundell, 1962: Fleming, 1962), in the case of fixed exchange rate regime, the central bank sells (and buys) foreign exchange in order to maintain the nominal exchange rate fixed. As a result, country’s international reserves decrease or increas-
ge rate and interest rate. In the light of theoretical explanations, the asymmetric behavior of economic variables in the short and long run is possible and the asymmetric behaviors of interest rate and exchange rate induce non-robust results. By employing non-linear causality and frequency domain causality analysis tests different from existing literature, we take asymmetric behaviors into account in the Turkish economy and analyze the causality in different time periods.

The rest of the paper is organized as follows. The next section is devoted to summarize the existing literature investigating the relationship between real exchange rate and interest rate. In the third section, econometric methodology and the data are described. In the fourth section, empirical results are presented. We summarize and conclude empirical findings in the last section.

2. LITERATURE REVIEW

In the aftermath of the Asian crises, the relationship between higher interest rates and the exchange rate has become the focus of a spirited policy debate (Lahiri and Vegh, 2001). A large number of studies investigate the causality between variables in order to test the effectiveness of monetary policy of the government to reduce volatility of exchange rate. The studies investigating the relationship between interest rate and exchange rate have conflicting results. Eichenbaum and Evans (1995) find evidence in favor of causation linkage for Japan, Germany, Italy, France and United Kingdom; in the same way, Furman and Stiglitz (1998) find evidence in favor of causation linkage for 9 East Asian countries. On the other hand, Kaminsky and Schumulker (1998) for Indonesia, Korea, Malaysia, Philippines, Thailand and China, Goldfajn and Baig (1998) for Asian countries and Kraay (1998) for 54 industrial and middle income developing countries find results contrary to Furman and Stiglitz (1998) and Eichenbaum and Evans (1995).


As can be seen above, the results for both developing and developed countries are inconclusive. The reason might be stem from non-linear causation linkage between variables. Another deficiency in the literature is the absence of distinction between short and long term. So, the causation linkage between variables may change over time. Using the non-linear causality and frequency domain causality analysis methods provide us with fresh and more robust information about the relationship between interest rate and exchange rate.

3. METHODOLOGY AND DATA

3.1. Nonlinear Granger Causality Test

In order to test for nonlinear Granger causality, various non-parametric methods are developed. In an early study, Baek and Brock (1992) propose a nonparametric statistical method for detecting non-linear Granger causality by using correlation integral between time series. In the Baek and Brock’s test, the time series are assumed to be mutually and individually independent and identically distributed. By relaxing this strict assumption, Hiemstra and Jones (1994) develop a modified test statistic for the non-linear causality which allows each series to display short-term temporal dependence. However, Diks and Panchenko (2005) show that the test advocated by Hiemstra and Jones (1994) may over reject the null hypothesis of non-causality in the case of increasing sample size since it ignores the possible variations in conditional distributions. In a recent study, Diks and Panchenko (2006)(hereafter DP) develop a new nonparametric test for Granger causality that overcomes the over-rejection problem in the Hiemstra-

Testing granger causality from one time series (X) to another (Y) is based on the null hypothesis that X does not contain additional information about \( Y_{i+1} \) which is specified as:

\[
H_0 : Y_{i+1} \mid X^i \sim Y_{i+1} \mid Y^i
\]  

Where \( i \) and \( j \) respectively denote the past observations (i.e., lag length) of X and of Y. By assuming \( Z = Y_{i+1} \), and dropping the time index and lags in the equation (1) is the same as that of Z given \( Y = y \) under the null hypothesis. Hence, the equation (1) can be restated in terms of joint distributions that the joint probability density function \( f_{XY}(x, y, z) \) and its marginals must satisfy the following condition which explicitly states that X and Z are independent conditionally on \( Y = y \) for each fixed value of \( y \).

\[
f_{XY}(x, y, z) = f_{X,Y}(x, y) f_{Y,Y}(y, z) f_{Y,Y}(y, z) \]  

(2)

Diks and Panchenko (2006) then re-specify the null hypothesis of no nonlinear Granger causality as follows:

\[
q = E[f_{XY}(X, Y, Z) f_{Y}(Y) - f_{XY}(X, Y) f_{U,Y}(Y, Z)] = 0
\]  

where \( f_{X,Y}(x, y) \) is a local density estimator of a \( d_n \) - variate random vector \( W \) at \( W_i \) defined by

\[
\hat{f}_{X,Y}(W_i) = \left(2\pi\right)^{-d/2} \frac{1}{(n-1)^{d/2}} \sum_{i=1}^{n} \frac{1}{|W_i - W_j|^d} \]  

\( \epsilon_n \) with the indicator function and the bandwidth \( \epsilon_n \), depending on the sample size \( n \). Given this estimator, the test statistic which is a scaled sample version of \( q \) in the equation (3) is developed as:

\[
T_n(\epsilon) = \frac{n-1}{n(n-2)} \sum_{i=1}^{n} \left( \frac{1}{\epsilon_n} \left| \hat{f}_{X,Y}(W_i) - \hat{f}_{X,Y}(W_i) \right| \right)^d \]  

If \( \epsilon_n \sim \epsilon_n \), the test statistic in equation (4) satisfies:

\[
\sqrt{n} T_n(\epsilon) \rightarrow N(0, \text{null})
\]  

Where \( \sqrt{\epsilon_n} \) denotes convergence in distribution and \( T_n(\cdot) \) is an estimator of the asymptotic variance of \( T_n(\cdot) \). Accordingly, the DP test statistic in the equation (4) for nonlinear causality is asymptotically distributed as standard normal and diverges to positive infinity under the alternative hypothesis. Thereby, the statistic greater than 1.28 rejects the null hypothesis at 10 percent level of significance and supports evidence in favor of a nonlinear Granger causality.

3.2. Frequency Domain Causality Test

Frequency domain causality were developed by Granger (1969), Geweke (1982), Hosoya (1991), Breitung and Candelon (2006). In his work, Geweke (1982) defined two- dimensional vector of time series \( z_i = [x_i, y_i] \) and \( z_{i+1} \) has a finite-order VAR;

\[
\Theta(L)z_i = \epsilon_i
\]  

(5)

where \( \Theta(L) = I - \Theta_1 L - \cdots - \Theta_p L^p \) and lag polynomial with \( L^k z_i = z_{i-k} \). Breitung and Candelon (2006) assume that \( \epsilon_i \) is white noise with \( E(\epsilon_i) = 0 \), \( E(\epsilon_i, \epsilon_j) = \Sigma \) where \( \Sigma \) is positive definite. Let \( G \) be the lower triangular matrix of the Cholesky decomposition \( G'G = \Sigma^{-1} \) such that \( E(\eta_i, \eta_j) = 1 \) and \( \eta_i = G \epsilon_i \).

If the system is stationary, let \( \phi(L) = \Theta(L)^{-1} \) and \( \psi(L) = \phi(L)G^{-1} \) the MA representation:

\[
z_i = \phi(L)\eta_i = \left( \phi_1(L), \phi_2(L), \ldots, \phi_p(L) \right) \begin{bmatrix} \eta_0 \\ \eta_1 \\ \vdots \\ \eta_p \end{bmatrix} = \begin{bmatrix} \psi_1(L) \\ \psi_2(L) \\ \vdots \\ \psi_{2p}(L) \end{bmatrix} \begin{bmatrix} \eta_0 \\ \eta_1 \\ \vdots \\ \eta_p \end{bmatrix}
\]  

(6)

Let us can use this representation for the spectral density of \( x_i \):

\[
f_x(\omega) = \frac{1}{2\pi} \left( |\psi_1(e^{-i\omega})|^2 + |\psi_2(e^{-i\omega})|^2 \right)
\]  

(7)

Geweke (1982) and Hosoya (1991) are defined causality;

\[
M_{x,y}(\omega) = \log \left[ \frac{2\pi f_x(\omega)}{\left| \psi_1(e^{-i\omega}) \right|^2} \right] = \log \left[ \frac{1 + \left| \psi_2(e^{-i\omega}) \right|^2}{\left| \psi_1(e^{-i\omega}) \right|^2} \right]
\]  

(8)

if \( |\psi_1(e^{-i\omega})|^2 = 0 \) that \( y \) does not cause \( x \) at frequency \( \omega \). If components of \( z \), are \( (1) \) and co-integrated, \( \Theta(L) \) has a unit root. Breitung and Candelon (2006) investigate the causal effect of \( M_{x,y}(\omega) = 0 \) if \( |\psi_2(e^{-i\omega})|^2 = 0 \). The null hypothesis is equivalent to a linear restriction on the VAR coefficients. \( \psi(L) = \Theta(L)^{-1}G^{-1} \) and \( \psi_{12}(L) = \frac{\theta_{12,k}}{\theta_{11}} \) \( \Theta(L) \) with \( \theta_{12,k} \) as the lower diagonal element of \( G^{-1} \) and \( |\Theta(L)| \) as the determinant of \( \Theta(L) \), it follows that \( y \) does not cause \( x \) at frequency \( \omega \) if

\[
\left| \Theta_{12}(e^{-i\omega}) \right| = \left| \sum_{k=1}^{p} \theta_{12,k} \cos(k\omega) - \sum_{k=1}^{p} \theta_{12,k} \sin(k\omega) \right| = 0
\]  

(9)

with \( \theta_{12,k} \) denoting the (1,2)-element of \( \Theta_k \). Thus for \( |\Theta_{12}(e^{-i\omega})| = 0 \)

\[
\sum_{k=1}^{p} \theta_{12,k} \cos(k\omega) = 0
\]  

(10)

\[
\sum_{k=1}^{p} \theta_{12,k} \sin(k\omega) = 0
\]  

(11)

Breitung and Candelon's (2006) applied to linear
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Restrictions (10) and (11) for \( \alpha_j = \theta_{1,j} \) and \( \beta_j = \theta_{2,j} \). Then the VAR equation for \( f_r \) can be implied as

\[
x_t = \alpha_1 x_{t-1} + \ldots + \alpha_p x_{t-p} + \beta_1 y_{t-1} + \ldots + \beta_p y_{t-p} + \epsilon_t
\]

and the null hypothesis \( M_{r-x}(\omega) = 0 \) is equivalent to the linear restriction with \( \beta = [\beta_1, \ldots, \beta_p] \)

\[
H_0 : \quad R(\omega)\beta = 0
\]

and

\[
R(\omega) = \begin{bmatrix}
\cos(\omega) & \cos(2\omega) & \ldots & \cos(p\omega) \\
\sin(\omega) & \sin(2\omega) & \ldots & \sin(p\omega)
\end{bmatrix}
\]

The causality measure for \( \omega \in (0, \pi) \) can be tested a standard F-test for the linear restrictions imposed by Eq.(10) and Eq. (11). The test procedure follows an F- distribution with (2, T-2p) degrees of freedom.

3.3. Data

The data set contains the real interest rate (RINT) and real exchange rate (RER) series for the BRIC-T countries. They are obtained from International Financial Statistics database. We employ monthly data from the beginning of the flexible exchange rate regime in each country to July 2011 and the series are transformed into logarithmic form. India, Brazil and Turkey have shifted from fixed to floating exchange rate regime in March 1993, January 1999 and 2001 February, respectively. On the other hand, the People’s Bank of China (PBC, hereafter) shifted from fixed exchange regime to managed floating regime in July 2005. From this date, the exchange rate of the RMB against the U.S. dollar has been moving both upward and downward with greater flexibility (PBC, 2005). So, for China, we include the data from the beginning of managed floating exchange rate regime. Although the Russian crisis induced dramatic depreciation of the national currency (Ruble), Russian Ruble appreciated almost on 80% along with the increasing oil prices (Suseeva, 2010). The depreciation and appreciation of the Ruble allows investigating the effects of interest rate on the exchange rate. In this regard, we use the data from the beginning of flexible exchange rate regime in Russia as indicated by Araki (2001). The data for Russia covers December 1998-July 2011 period.

4. EMPIRICAL FINDINGS

Prior to the identification of possible causality between the real exchange rates and the real interest rate, it is necessary to determine the integration degree of series. In this respect, the unit root tests developed by Dickey and Fuller (1979 and 1981) (henceforth ADF), Phillips and Perron (1988) (henceforth PP) and Elliot et al. (1996) (henceforth DF-GLS) are employed. According to the results shown in Table 1, for the levels, both in having an intercept and having an intercept and trend, the interest rate series for Brazil rejects the null hypothesis of a unit root at the 1% significance level in ADF test. However, it couldn’t reject the null of a unit root in DF-GLS test. Moreover, the interest rate series for Turkey rejects the null hypothesis of a unit root at the 1% significance level in PP test for the intercept and a trend. In the levels, the other series couldn’t reject the unit root null hypothesis in all the countries. When the ADF, PP and DF-GLS tests are applied to the first differences of the series for each country, the results indicate that all series are stationary. Thus, the unit root analysis implies that the variables, except for INT for Brazil, are integrated of order one. Accordingly, the series in the first difference will be used in the DP test.

Table 1: Unit Root Test Results

<table>
<thead>
<tr>
<th>Country</th>
<th>Variable</th>
<th>ADF</th>
<th>DF-GLS</th>
<th>PP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brazil</td>
<td>RINT</td>
<td>-4.152(2)**</td>
<td>-0.500(2)</td>
<td>-2.779(6)*</td>
</tr>
<tr>
<td></td>
<td>RER</td>
<td>-0.632(0)</td>
<td>-0.707(0)</td>
<td>-0.748(2)</td>
</tr>
<tr>
<td>Russia</td>
<td>RINT</td>
<td>-2.723(0)</td>
<td>1.694(0)</td>
<td>-2.474(7)*</td>
</tr>
<tr>
<td></td>
<td>RER</td>
<td>-1.476(2)</td>
<td>1.661(2)</td>
<td>-1.746(3)</td>
</tr>
<tr>
<td>India</td>
<td>RINT</td>
<td>-1.367(3)</td>
<td>0.916(3)</td>
<td>-1.307(30)</td>
</tr>
<tr>
<td></td>
<td>RER</td>
<td>-0.031(3)</td>
<td>0.893(3)</td>
<td>0.279(5)</td>
</tr>
<tr>
<td>China</td>
<td>RINT</td>
<td>-1.631(0)</td>
<td>-1.618(0)</td>
<td>-1.832(2)</td>
</tr>
<tr>
<td></td>
<td>RER</td>
<td>-1.021(0)</td>
<td>-0.223(1)</td>
<td>-1.073(1)</td>
</tr>
<tr>
<td>Turkey</td>
<td>RINT</td>
<td>-0.051(2)</td>
<td>1.847(2)</td>
<td>-2.216(4)</td>
</tr>
<tr>
<td></td>
<td>RER</td>
<td>-2.174(4)</td>
<td>-0.674(4)</td>
<td>-1.202(1)</td>
</tr>
</tbody>
</table>
Following Bekiros and Diks (2008), the nonlinear Granger causality analysis is carried out in two steps. The DP test is first applied to the stationary series to detect nonlinear interrelationships. In the second step, the DP test is reapplied to the filtered VAR residuals to see whether there is a strict nonlinear causality in nature. After removing linear causality with a VAR model, any causal linkage from one residual series of the VAR model to another can be considered as nonlinear predictive power (Hiemstra and Jones, 1994). In the DP test, the value of the bandwidth plays an important role in making a decision about existence of nonlinear causality. Since the bandwidth value smaller (larger) than one generally results in larger (smaller) p-value (Bekiros and Diks, 2008), the bandwidth value is set to one and the results are discussed for one lag (lx=ly=1).

According to Table 2, there is bi-directional causality between variables in Turkey. On the other hand, there is only unidirectional causality in India running from real interest rate to real exchange rate. The direction of causality is from real exchange rate to real interest rate in China. Nonlinear causality analysis does not find any relationship between variables in Brazil and Russia.

Breitung and Candelon’s (2006) analysis which permits to decompose the causality test statistic into different frequencies is performed in the end. In order to examine the short-term, medium-term and long-term causality the test statistics are calculated at a high frequency of \( \omega_i = 2.5 \) and \( \omega_i = 2.0 \), \( \omega_i = 1.00 \) and \( \omega_i = 1.50 \), \( \omega_i = .1 \) and \( \omega_i = .5 \), respectively. The frequency domain causality test results show that in Turkey and Russia there is no causality in any period and in both direction. The results for Russia are consistent with nonlinear causality analysis results. Unfortunately, the frequency domain causality results for Turkey is conflicting with the previous analysis. In China, causal relationship appears in the medium and long-run in both directions. In addition, causal relationship is valid only in the short-run and from real exchange rate to real interest rate in Brazil and India.

<table>
<thead>
<tr>
<th>Country</th>
<th>Variable</th>
<th>Intercept and Trend</th>
<th>First-differences</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brazil</td>
<td>RINT</td>
<td>-6.482(1)***</td>
<td>-6.702(1)***</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-3.715(1)***</td>
<td>-4.906(1)***</td>
</tr>
<tr>
<td></td>
<td>RER</td>
<td>-11.635(0)***</td>
<td>-11.602(0)***</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-1.087(2)</td>
<td>-1.052(2)</td>
</tr>
<tr>
<td>Russia</td>
<td>RINT</td>
<td>-7.077(1)***</td>
<td>-12.595(0)***</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-6.648(1)***</td>
<td>-6.915(1)***</td>
</tr>
<tr>
<td></td>
<td>RER</td>
<td>-8.680(1)***</td>
<td>-7.434(1)***</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-5.876(0)***</td>
<td>-7.59(9)***</td>
</tr>
<tr>
<td>India</td>
<td>RINT</td>
<td>-11.602(2)***</td>
<td>-11.679(2)***</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-11.37(2)***</td>
<td>-11.5(2)***</td>
</tr>
<tr>
<td></td>
<td>RER</td>
<td>-6.871(2)***</td>
<td>-6.983(2)***</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-6.8(2)***</td>
<td>-6.856(2)***</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-11.575(2)***</td>
<td>-11.575(2)***</td>
</tr>
<tr>
<td>Turkey</td>
<td>RINT</td>
<td>-5.992(1)***</td>
<td>-6.013(3)***</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-0.105(2)</td>
<td>-0.106(2)</td>
</tr>
<tr>
<td></td>
<td>RER</td>
<td>-6.013(3)***</td>
<td>-8.457(5)***</td>
</tr>
</tbody>
</table>

(Notes: The figures in parenthesis denote the lag length selected by the Schwarz criterion.***, **, and * denote statistical significance at the 1%, 5% and 10% level of significance, respectively.)
5. CONCLUSION

In this study, the causal relationship between the interest rate and the real exchange rate is analyzed in the context of BRIC-T countries. For this purpose; the non-linear causality analysis is issued to determine the asymmetric causal relationship. We also employ frequency domain causality approach to distinguish short and long-run impact of interest rate and real exchange rate on each other to get more appropriate results.

The non-linear Granger causality test results show that there is bi-directional causality between the real exchange rate and real interest rate in Turkey. However, this result conflicts with the result of frequency domain causality test results which imply that in Turkey there is no causality in any period and in both direction. Moreover, according to the non-linear Granger causality test results there is only uni-directional causality between the variables in China and India. But, for India, the Granger causality test results conflict with the frequency domain causality test results that denote a causal relationship from real exchange rate to real interest rate. However, for China, the frequency test results show bi-directional causality.

Lastly, although the Granger causality test results imply no causality relationship for Brazil and Russia, the frequency domain test results show causation linkage from real exchange rate to real interest rate for Brazil. As Suseeva (2010) states, since Russia is an oil exporting country, the exchange rate of Russia is driven by the oil prices rather than interest rates. The empirical analysis thereby indicates that the findings from the frequency domain analysis slightly different than the non-linear causality method. The frequency domain analysis finds causality in different time frequencies and gives chance to distinguish short and long run impacts of variables on each other. According to frequency domain approach, it is clear that real interest rate shocks affect real exchange rate in the case of China and it exists in the long run. On the other hand, a change in exchange rate affects interest rate movements in Brazil, India and China. The effect of exchange rate is faster than interest rate and appears in the short run.

Causality running from interest rate to exchange rate in China makes interest rate fluctuations important for the financial market actors, speculators and traders in international market. They should take into account interest rate changes in order to avoid probable loses causing from exchange rate shocks. The existence of causality from real exchange rate to real interest rate in the short run could give some hints explaining the changes in the interest rate.

Table 2: Non-linear Granger Causality Test Results

<table>
<thead>
<tr>
<th></th>
<th>Real Interest Rate to Real Exchange Rate</th>
<th>Real Exchange Rate to Real Interest Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R. data</td>
<td>p-value</td>
</tr>
<tr>
<td>Brazil</td>
<td>0.487</td>
<td>0.313</td>
</tr>
<tr>
<td>Russia</td>
<td>-1.421</td>
<td>0.922</td>
</tr>
<tr>
<td>India</td>
<td>0.972</td>
<td>0.165</td>
</tr>
<tr>
<td>China</td>
<td>0.755</td>
<td>0.224</td>
</tr>
<tr>
<td>Turkey</td>
<td>0.100</td>
<td>0.157</td>
</tr>
</tbody>
</table>

(Notes: * the series are in first differences; b: the residuals of the VAR (p+d) models. ***, **, and * denote statistical significance at the 1%, 5%, and 10% level of significance, respectively.)

Table 3: Frequency Domain Causality Results

<table>
<thead>
<tr>
<th></th>
<th>Real Exchange Rates to Real Interest Rates</th>
<th>Real Interest Rates to Real Exchange Rates</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Long Term</td>
<td>Medium Term</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Brazil</td>
<td>1.745</td>
<td>4.473</td>
</tr>
<tr>
<td>Russia</td>
<td>5.872</td>
<td>3.498</td>
</tr>
<tr>
<td>India</td>
<td>0.681</td>
<td>0.344</td>
</tr>
<tr>
<td>China</td>
<td>5.229</td>
<td>5.878</td>
</tr>
<tr>
<td>Turkey</td>
<td>0.652</td>
<td>0.425</td>
</tr>
</tbody>
</table>

(Notes: The lag lengths for the VAR models are determined by SIC. The critical value of Chi-square distribution with (2, T-2p) is approximately 5.99.)
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